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Overview

● Fundamentals

● GANs

● Autoregressive models

● Diffusion models



What is a generative model?

● An algorithm that generates data

● A statistical model of the joint distribution of some data p(x, y, ….)
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What is the goal of generative modeling?
● Make synthetic data that “looks like” real data
● How to measure “looks like”?
● Has high probability under a density model fit to real data (true density of the 

data).
● Goal is not to replicate training data (failure mode) but to make new data.



Example



Deep generative models are distribution transformers



Deep generative models are distribution transformers



Deep generative models are distribution transformers



Generative Adversarial Networks (GAN)

● G tries to synthesize fake images that fool D

● D tries to identify the fakes



Generative Adversarial Networks (GAN)



Generative Adversarial Networks (GAN)



Generative Adversarial Networks (GAN)



GANs applications



GANs..again!



Autoregressive Models

The cat sits on the Predictor mat









Diffusion Models

Awesome Diffusion Models

https://github.com/heejkoo/Awesome-Diffusion-Models


How do diffusion models work?



The (vague) details

Ho et. al 2020

https://arxiv.org/abs/2006.11239


Training DDPM

Forward diffusion:

Reverse diffusion: 1. Sample from an isotropic Gaussian

2.

3. Train minimizing the Evidence lower bound objective

4. Or simpler…



Training DDPM



Thanks for your attention!



CVPR Tutorial on DIffusion Models

NERF

Lost of blog posts 

Scaling laws of neural networks

Some References

https://cvpr2022-tutorial-diffusion-models.github.io/
https://www.matthewtancik.com/nerf
https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://www.lesswrong.com/posts/6Fpvch8RR29qLEWNH/chinchilla-s-wild-implications

